A 6-degree-of-freedom measurement system for the accuracy of X-Y stages

Kuang-Chao Fan a,*, Mu-Jung Chen b

Abstract

A precision 6-degree-of-freedom measurement system has been developed for simultaneous on-line measurements of six motion errors of an X-Y stage. The system employs four laser Doppler scales and two quadrant photo detectors to detect the positions and the rotations of an optical reflection device mounted on the top of the X-Y stage. Compared to the HP5528A system, the linear positioning accuracy of the developed measurement system is better than ±0.1 μm to the range of 200 mm and the vertical straightness error is within ±1.5 μm for the measuring range of ±0.1 mm. The yaw and pitch errors are about ±1 arcsec, and the roll error is about ±3 arcsec within the range of ±50 arcsec. © 2000 Elsevier Science Inc. All rights reserved.
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1. Introduction

X-Y stages are extensively used in high accuracy applications such as micro-machining, inspection, semiconductor processing, and part insertion. A rigid body moving in a specified plane (e.g., X-Y plane) will inherently have position and orientation errors in 6 degrees of freedom, which are three linear errors (X- or Y- linear positioning error, horizontal straightness and vertical straightness errors) and three rotational errors (pitch, yaw, and roll errors) [1].

In recent years, some research reports have been published utilizing multi-error detectors. Almanar [2], Fang, and Fan [3] developed a multi-function error calibration system for NC machine tools by using three sets of quadrant photo detectors to measure simultaneously five-degree-of-freedom (5-DOF) errors. The MDFM system developed by Ni et al. [4,5] employs 4 position sensitive detectors for 5-DOF measurement, except for the positioning error. Similar to Ni’s system, Chou et al. [6] replaced quadrant detectors with CCD cameras and successfully developed a 5-DOF measurement system. Tanimura [7] proposed a reflection device, in which a plane mirror is suspended by a thin leaf spring. This device could detect simultaneously three angular components using an autocollimator. Shimizu et al. [8] also proposed a measuring method for table motion errors in 6 degrees of freedom by using three quadrant photo detectors and a single-axis interferometric system. Fan et al. [9] developed a 6-DOF system with three length measuring lasers and two quadrant photo detectors for all six motion errors of a linear stage. The above systems, however, focus only on the multi-error measurements for each moving axis of a machine. In dual-axis and multi-degree techniques, a typical method to measure and control the two linear positions and one yaw orientation of a precision stage can be achieved by using a laser interferometer system with two plane mirror reflectors [10]. Sommargren [11] developed a dual measurement interferometer to measure a linear and an angular displacement for wafer stage metrology concurrently. Nakamura et al. [12] proposed a method with four interferometers and a corner cube to measure the 3-dimensional coordinate of a microscopic scanning stage.

The purpose of a precision X-Y stage is to provide high accuracy positioning of a specified point for a particular application. The wafer stage in IC fabrication is a typical example. As the wafer size as well as the working range of the stage increases, the influence of the 6-DOF errors of the stage on its positioning accuracy becomes more significant. An additional fine adjustment stage is normally required to
implement error compensation [13]. The objective of this study is to develop such a system on an X-Y stage that can perform simultaneous on-line measurements of the motion errors in 6 degrees of freedom at any moving position.

2. System configuration

Fig. 1 shows the schematic diagram of the system. This system is composed of a moving part which is fixed on the top of the X-Y stage, and a stationary part that can be mounted on a reference table. The moving part is an optical reflection device that consists of an L-shaped plane mirror and a long right-angle mirror. The L-shaped mirror is a conventional device for measuring the X-axis and Y-axis movements of a 2-dimensional stage. It consists of an X-axis plane mirror and a Y-axis plane mirror that are perpendicular to each other. The long right-angle mirror is composed of two long plane mirrors perpendicularly aligned to each other, like a right-angle roof-top in shape. The stationary part consists of four laser heads, two beam splitters, and two quadrant photo detectors (QD). The laser heads use four laser Doppler scales (LDS, model 109N, made by Optodyne Co.), with wavelength stability to 0.1 ppm, three of which are parallel to each other and housed in a single compact package. The upper two laser beams can be reflected by the long right-angle mirror, and the lower beam by the Y-plane mirror. The fourth laser beam is aligned in the X-axis and reflected by the X-plane mirror. Comparing the four linear measurements by the four LDSs, the X and Y positioning errors of the moving table and its pitch and yaw errors in the Y-axis can be determined. The upper two reflecting beams from the long right-angle mirror are split by the beam splitters, one for each beam. Each split beam is received by a quadrant photo detector. Comparing the signals of the two quadrant detectors, the vertical straightness error and the roll error in the Y-axis can be obtained at the same time.

These measurement data can be obtained and then rapidly calculated via software in the computer. The system, therefore, provides the capability to detect all six kinds of motion errors in one measurement of the top plate of an X-Y stage along any axis.

3. Accuracy considerations

3.1. Alignment of the laser beams and the mirror

As shown in Fig. 2, the relations of the unit normal vector of the mirror (\(n\)), the unit vector of the beam axis (\(b\)), and the travel axis (\(T\)) will affect the accuracy of distance measurement. When the stage (or the Y-plane mirror) moves a vector \(T_y\) along the Y-direction, the length \(MM'\) equals \((T_y \cdot n_y)\cos \theta c\) or \((T_y \cdot n_y)/(b_y \cdot n_y)\), and the length \(RM'\) equals \(MM'\cos 2\theta c\). Thus the physical optical path (\(\Delta L_1\)) measured by LDS1 is half of the optical path change and can be expressed as: [14] [Eq. (1)]

\[
\Delta L_1 = (RM' + MM')/2 = (T_y \cdot n_y)\cos \theta c
= (T_y \cdot n_y)(b_y \cdot n_y)
\]
where \((b_y \cdot n_y)\) is the alignment error between the LDS1 beam and the normal vector of the Y-plane mirror, and \((T_y \cdot n_y)\) is the cosine error between the Y-direction of travel and the normal vector of the Y-plane mirror. In the experiment, \(n_y\) can be adjusted with an autocollimator to align with \(T_y\), and \(b_y\) can be tuned to align with \(n_y\) by checking the intensity of the returned beam. Both misalignment angles can be easily achieved to within \(\pm 100\) arcsec. From Eq. (1), the difference between \(\Delta L_4\) and \(T_y\) can, therefore, be estimated smaller than \(\pm 0.24\) ppm, or \(\pm 0.05\) \(\mu m\) for the measuring range of 200 mm.

3.2. Parallelism alignment of three laser beams

In order to minimize the cosine errors among the three displacement measurements and to ensure angular accuracy for pitch and yaw measurements, the parallelism of these beams should be precisely adjusted. Fig. 3 illustrates the optical alignment technique by attaching a plane mirror to the probe head of a coordinate measuring machine. Using the auto-reflection alignment technique, each beam emitting from the laser head is reflected back by the plane mirror. The intensity of the returned laser beam can be adjusted by tuning the beam direction until the receiver can obtain the maximum signal. Then, the plane mirror is replaced by a quadrant photo detector, and the detector is moved toward and away from each of the laser heads individually for fine beam alignment. The parallelism of all three beams can thus be precisely adjusted to within \(\pm 10\) \(\mu m\) for the measuring range of 200 mm.

3.3. Squareness alignment of the mirrors

As shown in Fig. 4, the squareness of the X- and Y-plane mirrors is adjusted in comparison with a true square using an autocollimator. A similar approach can also apply to the right-angle mirror. Having been carefully adjusted, the squareness can be guaranteed to an accuracy on the order of a few arcsec.

3.4. Flatness error of plane mirror

The flatness error of the plane mirror will also affect the positional reading in the direction normal to the mirror. This error should be calibrated in advance and stored for later compensation. The set-up for flatness calibration of X-plane mirror is illustrated in Fig. 5. During the stage motion in Y-axis, the \(L_4\) positional reading may consist of (1) flatness error of the plane mirror \((\delta_{mx}(y))\), (2) straightness error of motion \((\delta_{x}(y))\), and (3) yaw error induced linear error \((S(y)\theta_{z}(y))\). Therefore, \(\delta_{mx}(y)\) can be calculated as [Eq. (2)]:

\[
\delta_{mx}(y) = \Delta L_4 - \delta_{x}(y) + S(y)\theta_{z}(y) 
\]

where \(\Delta L_4\) and \(S(y)\) can be read by the LDS4 and LDS1 respectively, \(\delta_{x}(y)\) can be measured by the HP straightness interferometer, \(\theta_{z}(y)\) by the dual-beam LDDM (Laser Doppler Displacement Meter, made by Optodyne Co.). The same approach can be applied to the Y-plane mirror as well. By means of this method, the flatness errors of plane mirrors can be compensated to the accuracy of 0.1 \(\mu m\) in the later use.

3.5. Linear errors referred to a common point

A useful approximation is to treat the stage as a rigid body. In this case, all six motion errors are measured with respect to different points on the stage respectively. To
convert all linear errors to a certain point \( P \) for a particular purpose, e.g., wafer lithography, a matrix transformation can be applied, that is [Eq. (3)]:

\[
\begin{bmatrix}
\Delta X_p \\
\Delta Y_p \\
\Delta Z_p
\end{bmatrix} = \begin{bmatrix}
\Delta X \\
\Delta Y \\
\Delta Z
\end{bmatrix} + \begin{bmatrix}
\theta_x \\
\theta_y \\
\theta_z
\end{bmatrix} \times \begin{bmatrix}
X_p - X \\
Y_p - Y \\
Z_p - Z
\end{bmatrix}
\] (3)

where \( \theta_x, \theta_y, \theta_z \) are the pitch, yaw and roll errors of the stage, and \( \Delta X, \Delta Y, \Delta Z \) are the measured linear errors. \( x \) represents the vector cross product, and \( X_p - X, Y_p - Y, Z_p - Z \) are offsets from measured points to point \( P \).

4. Principle of measurement

4.1. Measurements of displacement, pitch and yaw along the Y-axis

In the designed system, by taking three simultaneous linear distance measurements (\( L_1, L_2, \) and \( L_3 \)) parallel to the Y-axis using LDS1, LDS2 and LDS3, one can obtain displacement, pitch and yaw errors along the Y-axis of the moving body at one measurement. In the system, the measured point is defined as the center point \( P \) on the surface of the top plate and aligned in X-Y plane, so that the Abbé error introduced by the pitch and roll motions can be neglected. Moreover, assume that the coordinate system of the optical reflection device is aligned in line with the measurement axes and the surfaces of these mirrors are treated as ideal planes. When the center of the stage moves along the Y-direction, the actual displacement of point \( P \) in the Y-axis can be obtained from the displacement of LDS1, [Eq. (4)] i.e.

\[
Y \text{ displacement (} L_y \text{)} = L_1
\] (4)

Similarly, when the center of the stage moves along the X-axis, the actual displacement of point \( P \) in the X-axis is [Eq. (5)]

\[
X \text{ displacement (} L_x \text{)} = L_4
\] (5)

The yaw error of the stage can be computed by the difference between the two laser displacements in the horizontal plane divided by the distance between these two beams (\( D_h \)).

\[
\text{Yaw (} \theta_z \text{)} = (L_3 - L_2)/D_h \text{ radian}
\] (6)

where \( D_h \) is found to be 51.727 mm by experiment. This is done by rotating the plane mirror (PM1) a known angle (\( \theta_z \)), and solving \( D_h \) with Eq. (6).

Similarly, the pitch error in the Y-axis can be obtained from the difference between the two laser displacement readings (LDS1 and LDS2) in the vertical plane divided by the separation of these two beams (\( D_v \)). For small pitch, it is [Eq. (7)]

\[
\text{Pitch (} \theta_x \text{)} = (L_1 - L_2)/D_v \text{ radian}
\] (7)

where \( D_v \) is 51.308 mm by experiment.
4.2. Measurement of straightness errors

The quadrant photo detector adopted in use is to sense the deviations of the beam [15]. Additionally, in order to eliminate the noise from foreign light sources, a band pass filter is placed in front of each photo detector. As shown in Fig. 6, when a stage is moved with a certain vertical displacement $(d)$, the laser beam reflected by the right-angle mirror will be shifted by a vertical distance of $2d$ which can be detected by the corresponding QD. Thus, the sensitivity of the vertical error measurement can be improved by a factor of 2. Since, in practice, this developed system can only detect the vertical motion of the right-angle mirror, to realize the vertical motion of any particular point it is necessary to apply Eq. (3). In this system, the vertical straightness error of the right-angle mirror is detected by QD1, as seen in Fig. 1. It can also be seen from Fig. 7 that this measured error only refers to the point $Q$ which is the incident point of beam LDS2 on the roof edge of the right-angle mirror. From Abbé’s principle, the effective angular terms to compute the vertical straightness error at any other point on the top plate will be the pitch $(\theta_x)$ and the roll $(\theta_y)$. Let the vertical straightness error measured at point $Q$ be $v_v/2$ [Eq. (8)]. Then

Vertical error at point $P$: $\Delta V = v_v/2 + \theta_x S_{ye} - \theta_y S_x$  \hspace{1cm} (8)

where $S_{ye}$ denotes the y displacement of point $P$ relative to the roof edge, and $S_x$ denotes the x displacement of point $P$ relative to the intersecting point $O$ of LDS1 and LDS4 beams. In some applications, the objective of position control is to control the vertical displacement at point $O$. The vertical error at this stationary point can be calculated from [Eq. (9)]:

Vertical error at point $O$: $L_z = v_v/2 + \theta_x S_{yo}$  \hspace{1cm} (9)

where $S_{yo}$ is the y displacement of point $O$ relative to point $Q$.

Based on rigid body kinematics, the horizontal straightness error of point $P$ during Y-motion can be indirectly obtained from the lateral displacement of the plane mirror and the yaw rotation of the stage as [Eqs. (10) and (11)]:

Horizontal error along Y-axis: $\Delta H_y = \Delta L_4 - \theta_x S_y$  \hspace{1cm} (10)

Horizontal error along X-axis: $\Delta H_x = \Delta L_1 + \theta_x S_x$  \hspace{1cm} (11)
where $S_x$ and $S_y$ can be obtained from the outputs of LDS4 and LDS1, respectively.

4.3. Measurement of roll error

As illustrated in Fig. 8, when the stage (or the reflection device) is moved with a rotation about the Y-axis, each reflected beam from the right-angle mirror will change its projecting position on the corresponding QD. The vertical deviations of the laser spots on QD1 and QD2 are caused by the vertical displacement and roll rotation of the moving stage along the axis of LDS2 or LDS3 beam. The vertical straightness of the moving stage will introduce the same deviations of the laser spots on the two QDs. For small roll rotation, the roll error can be calculated from the difference of the vertical deviations on the QDs as [Eq. (12)]:

$$\text{Roll} (\theta_y) = \frac{(v_1/2 - v_2/2)}{D_h} \text{ radian}$$

where $v_1$ and $v_2$ are the vertical outputs of QD1 and QD2 respectively.

4.4. Estimation of system errors

In order to get an idea of the inaccuracy of the measurement system, every measuring term is estimated using partial differentiation. In comparison with an HP interferometer, the accuracy of the displacements ($L_1$, $L_2$, $L_3$, $L_4$) can be measured by LDSs with the accuracy of $0.1 \mu m$, and the deviations of beams ($v_1$, $v_2$) by QDs with the accuracy of $\pm 1 \mu m$. The measuring range of the displacement is limited to 200 mm which simulates the travel of an 8-inch wafer stage. Assuming that the measuring range of the angular
errors is limited to \( \pm 200 \) arcsec, then the differences among \( L_1, L_2, \) and \( L_3 \) are approximately \( \pm 50 \) \( \mu \)m. The distances \((D_{h}, D_{v})\) and the positional parameters \((S_x, S_y, S_{yo}, S_{ye})\) can all be easily measured to the accuracy of \( \pm 10 \) \( \mu \)m.

Suppose that every measuring term \( M_i \) is a function of a number of individual signals, \( s_j \), from the LDSs, detectors and positional parameters. The compound error of \( M_i \) can be expressed as: [16]

\[
dM_i = \sum \left[ \frac{\partial M_i}{\partial s_j} \right] \delta s_j
\]

(13)

where \( dM_i \) denotes the accuracy of determination of the measuring item \( M_i \), \( \frac{\partial M_i}{\partial s_j} \) is the differential coefficient of \( M_i \) with respect to a certain measuring parameter \( s_j \). According to Eq. (13), the accuracy of each measuring term can be derived from Eqs. (6–12) and expressed as [Eqs. (4)–(20)]:

\[
\begin{align*}
\delta \theta_x &= \pm \left( \frac{\delta L_3 - \delta L_2}{D_h} + \frac{(L_2 - L_3)\delta D_h}{D_h^2} \right) \text{ radian} \quad (14) \\
\delta \theta_x &= \pm \left( \frac{\delta L_1 - \delta L_2}{D_v} + \frac{(L_2 - L_1)\delta D_v}{D_v^2} \right) \text{ radian} \quad (15) \\
\delta \theta_y &= \pm \left( \frac{\delta v_1 - \delta v_2}{2D_h^2} + \frac{v_2 - v_1}{2D_v^2} \delta D_h \right) \text{ radian} \quad (16) \\
\delta L_z &= \pm \left( \delta v_f / 2 + \theta_x \delta S_{yo} + S_{yo} \delta \theta_x \right) \quad (17)
\end{align*}
\]

According to the above equations, we can find the estimated compound error for every measuring item as shown in Table 1.

5. System calibration

The calibration tests for two positioning errors, a vertical straightness error, and three angular errors were carried out with an HP5528A interferometer measurement system. The resolution of the HP interferometer system is 0.01 \( \mu \)m for displacement and straightness, and 0.1 arcsec for pitch and yaw. These two systems are set up on an optical table with vibration isolation and tested in a temperature and humidity controlled room (20 \( \pm \) 0.3°C, 40–60% humidity).

5.1. Calibration tests of linear errors

The accuracy calibration of X and Y positioning errors was made in direct comparison with the HP5528A readouts.
Both errors are found to be better than \( \pm 0.1 \, \mu m \) to the range of 200 mm. The vertical straightness error of the developed system was calibrated with reference to the HP straightness interferometer in a range of \( \pm 0.1 \, mm \), with a 10 \( \mu m \) increment generated by a jack, as shown in Fig. 9. Fig. 10(a) shows the vertical characteristic curve. Fig. 10(b) indicates the calibrated errors of the system. The accuracy is found to be within \( \pm 1.5 \, \mu m \) for a measuring range of \( \pm 0.1 \, mm \).

5.2. Calibration tests of angular errors

The tests of the roll and pitch error were carried out with two adjustable jacks. By adjusting the height of each jack, the roll and pitch motions could be generated. The calibration of the yaw error was performed by rotating a rotary table at an increment of approximately 5 arcsec. Both the reflection device and the HP retroreflectors are mounted on this table for the calibration of the pitch, yaw and roll errors. Figs. 11, 12 and 13 show the calibrated results of the pitch, yaw and roll errors. Comparing the developed system with the HP system, the calibrated pitch and yaw errors are better than \( \pm 1 \, \text{arcsec} \) and the roll error is –3 to 1 arcsec within the measuring range of \( \pm 50 \, \text{arcsec} \).

6. Experimental tests

Fig. 14 shows the schematic diagram of the experimental set-up for testing the motion error of a precision air-bearing X-Y stage. Fig. 15 is the photo. This stage, driven by linear motors, is constructed by mounting the Y stage on top of the X stage. The bases of the measurement system and stages are secured on a granite table to maintain the same reference. Fig. 16 illustrates the signal-processing diagram of the measurement system. All the systems are set up in a temperature and humidity-controlled room. Using software compensation, the displacement measurements of LDSs are corrected for atmospheric effect. When the X-Y stage is moved point-by-point along the Y-axis, the system measures and calculates the X- and Y-positions, horizontal and vertical straightness errors, and three rotational errors of the current position. The measured point is the center point \( P \) of the top plate. In this experiment, measurements were performed by moving the stage along the Y-axis for a distance of 200 mm, with an increment of 10 mm, for 3 runs. For comparison, the HP5528A interferometer was also used for the pitch and yaw measurements and a Wyler electronic level for the roll measurement, with the resolution of 0.2 arcsec. Figs. 17 to 21 show the individual motion errors of the stage. Experimental results show that the pitch and yaw measured by the system are consistent with those measured by the HP system and also the roll with respect to the electronic level.

7. Conclusions

This paper presents a newly developed system that is able to measure simultaneously the motion errors in 6-degrees-of-freedom of the X-Y stage. The moving part is wireless which eliminates any errors introduced by pushing and pulling the wires. The developed system is simple in principle and can be mounted on a precision stage to provide the real-time compensation signal of 6 degrees of freedom.
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